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Figure 1: Techniques for analyzing interaction effects in decision-making. RANK: Multi-attribute rankings with small-scale visualizations,
with three variants: RANK1: Stacked areas, RANK2: Juxtaposed areas, RANK3: Column bars. INT: Interaction plots. BUB: Bubble chart.

Abstract
Interaction effects occur when the combined impact of multiple actions differs from the sum of their individual effects. This
creates challenges for scenarios that require analyzing how different combinations of actions affect an outcome of interest (i.e.,
combinatorial cost-benefit analysis). Visualization techniques support interpretation, but most existing approaches rely on multi-
series line charts (interaction plots), which are widely used but do not explicitly support comparing interaction effects across
alternative action sets. Accordingly, we investigate visualization approaches for analyzing interaction effects in combinatorial
cost-benefit analysis. We propose a method integrating multi-attribute set rankings with small-scale visualizations to facilitate
comparative analysis. Through a user study, we evaluate the effectiveness of three techniques for representing two- and three-
way interactions. We present preliminary findings and discuss design implications to inform future visualization research.

CCS Concepts
• Human-centered computing → Visualization techniques; Visualization design and evaluation methods;

1. Introduction

Decision-making often involves selecting among multiple poten-
tial actions, each associated with distinct costs and benefits. These
scenarios require analyzing how different combinations of possi-
ble actions may affect the outcome of interest, which we refer to
as combinatorial cost-benefit analysis (CCBA) [Cam86]. CCBA is
common to many practical settings that involve substantial invest-

ments or risks—such as policy-making, financial portfolio manage-
ment, industrial transformation, or health care. A central challenge
of CCBA is rooted in interaction effects [RR89] which arise when
the combined effect of two or more actions differs from the sum
of their individual effects, leading to non-trivial outcomes [Has09].
In the presence of interaction effects, the analysis extends beyond
evaluating individual actions in isolation as actions may influence
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one another in unexpected ways. Thus, interpreting interaction ef-
fects can be challenging, particularly for people who may have lim-
ited experience with statistical methods [MKK18].

Given the practical relevance and challenging nature of such sce-
narios, there is a need for finding ways to support a better un-
derstanding of interactions effects in CCBA settings and guide in-
formed decision-making. Visualization techniques provide a means
to explore large decision spaces [SHB∗14], compare multi-attribute
actions [GLG∗13], and facilitate the interpretation of complex rela-
tionships. However, the visual analysis of interaction effects in the
context of CCBA remains a largely unexplored topic. Addressing
this need, we investigate visualization techniques for analyzing in-
teraction effects in CCBA contexts through a domain-agnostic ap-
proach. Specifically, we address the following research questions:

• RQ1: Which visualization techniques are suitable for the analy-
sis of interaction effects in the context of CCBA?

• RQ2: What challenges and design implications arise when visu-
alizing interaction effects in combinatorial decision-making?

Our contributions include (1) a visualization approach for an-
alyzing interaction effects within ranked combinations of actions,
(2) findings from a preliminary comparative study evaluating the
effectiveness of three visualization techniques in representing two-
and three-way interaction effects, and (3) design considerations
for visualizing interaction effects to inform future visualization re-
search and offer practical guidance. We provide additional details
on the review of techniques, source code, and enlarged figures as
supplemental materials at osf.io/zkthj/.

2. Related Work

Accounting for interaction effects is essential in combinatorial
decision-making across various domains, including portfolio anal-
ysis [MLK∗24], public health [PG24, Gre09, GGO∗22], and ma-
chine learning [IPH22]. However, analyzing these effects remains
challenging due to statistical complexity and interpretability issues.
Statistical methods, such as slope difference tests [DR06, JWT90],
help to detect effects quantitatively, but their results can be difficult
to interpret and communicate effectively.

The interaction plot (factorial plot, main effects plot) [MKK18,
BB99] is most commonly used to show two-way interactions, typ-
ically by displaying outcome curves for different conditions on the
same axes. It can be extended to three-way interactions by us-
ing side-by-side charts. Murphy et al. [MA22] highlighted chal-
lenges regarding the interpretability of these plots. McCabe et
al. [MKK18] provided tools and guidelines for interaction plots,
and others suggested interactive interaction plots [SEG∗15] embed-
ded in a coordinated multiple views system [Rob07]. The compass
plot [BSR00] visualizes combinatorial effects in evolutionary algo-
rithms, but can be applied to other domains. Additionally, Bjorheim
et al. [BTW09] discuss a visual method for cost-effectiveness com-
parisons but do not show interaction effects explicitly.

In a broader context, numerous visualization systems have been
developed to support decision-making [PCRHS18] and the anal-
ysis of multidimensional parameter spaces [SHB∗14]. VISPUR
[TAL23] aids in interpreting associations and identifying spuri-
ous paradoxes, while INTERACT [CMPG24] is a visual what-if

analysis tool for regression models, including statistical interac-
tions between features. In machine learning, techniques such as
partial dependence plots [Fri01], Shapley Additive Explanations
(SHAP) [LEL18], and Individual Conditional Expectation (ICE)
plots [GKBP15] are commonly used to examine interaction effects
within complex models. VINE [Bri19] enhances these methods by
incorporating clustering and ICE/PDF plots to provide regional ex-
planations of models. However, these methods are designed for fea-
ture interactions in predictive modeling, where attributes are mostly
continuous, and differ from the problem setting and data character-
istics addressed in this work.

Other approaches are interaction surface plots [LSKK12],
contour plots [Miz19], cube plots [Mon17], and
heatmaps [HRVdLN∗15]. While these visualizations effec-
tively illustrate pairwise interactions, they are often limited when
it comes to comparing interaction effects between alternative sets
of actions—a key requirement in many decision-making scenarios.
We discuss these competing visual encodings in Sec. 4.1 and take a
step toward addressing this gap by introducing a technique tailored
to such comparisons.

Our work is also related to set-based visualization tech-
niques, including mosaic plots [Fri99], PowerSet [AR16], Aggre-
Set [YEB15], and Radial Sets [AAMH13]. While these methods
effectively depict set relationships and intersections, they do not
explicitly support the analysis of interaction effects. Our approach
builds upon UpSet [LGS∗14] by integrating small-scale visualiza-
tions [HBKE22], similar to word-scale visualizations [GWFI14], to
enable direct comparison of interaction effects between more than
two alternative sets of measures.

3. Task and Data Characterization

Questions related to selecting the most effective decarbonization
measures in the brick and ceramic industry initially motivated and
guided our investigation. We abstracted domain-specific challenges
into a more general analytical scenario (see Fig. 2), where decision-
makers must identify the optimal cost-benefit trade-off under given
constraints while gaining insight into underlying interaction effects.
To support this analysis, we identified four key tasks:

T1: Detect interaction effect
T2: Characterize interaction type
T3: Estimate interaction strength
T4: Compare sets that may inhibt interaction effects

Rather than focusing solely on selecting the best set, which a
simple ranking could achieve, these tasks emphasize understand-
ing interaction effects to support a more informed decision-making.
These abstract tasks guided our design process and evaluation.

Figure 2: Example analysis (e.g., reduce CO2 emissions): rank
action sets, analyze interactions, and select optimal option.
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In terms of data abstraction, we frame the problem with the fol-
lowing assumptions: Each action is represented as a binary vari-
able, and each set contains a maximum of three actions. When all
actions are inactive (zero), the interaction effect and baseline level
are zero. Costs are independent, meaning each action has an as-
sociated cost that does not change when combined with other ac-
tions. Additionally, there is no time-dependent or sequential influ-
ence. The outcome, or interaction effect, is measured on a consis-
tent scale across all sets. This framing balances a realistic analysis
scenario with a manageable number of combinations and interac-
tion complexity. We discuss the limitations in Sec. 6.

4. Visualization Techniques

We review existing techniques to identify potential limitations in
CCBA contexts and, on this basis, introduce a new method.

4.1. Review of Visualization Techniques

In the context of our data and task abstractions, we assessed com-
peting visual encodings. Our review first focuses on techniques for
representing individual two- and three-way interactions and then
examines options for comparing interaction effects across different
action sets. Our selection is not exhaustive but represents a sample
of visualization techniques derived from related work across vari-
ous domains, that covers diverse visual encodings (see SUP-1).

For three-way interaction effects, we reviewed interaction plots,
bubble charts, cube plots, and concentric circles. For two-way inter-
actions, 3D surface plots, heatmaps, and node-link diagrams. Be-
sides interaction plots, most techniques offer limited support for
estimating the magnitude of interaction effects (Task T3). Simi-
larly, comparisons of effects across alternative action sets remain
largely unsupported, except through small multiples (T4). These
limitations motivated the development of an alternative approach,
as outlined in the following section.

4.2. Multi-Attribute Set Rankings with Small-Scale
Visualizations

We propose an adaptation of UpSet [LGS∗14] to better facilitate
comparisons of interaction effects across alternative sets. UpSet is
widely used to analyze relationships between sets which makes it
well-suited for our scenario. It uses a matrix layout where each row
corresponds to a unique intersection of set elements. We retain Up-
Set’s original combination matrix on the left side, which encodes
set memberships. The layout allows to display additional columns
with properties of set intersections. We build upon this flexibility
to construct a multi-attribute ranking and display the total cost and
total benefit for each row (i.e., combination of actions). Addition-
ally, we embed small-scale visualizations to represent interaction
effects within the ranking. We explore three variants:

• Areas (stacked): Miniature representations of interaction pro-
files. The first variable is encoded on the x-axis, the second is
represented by color, and for three-way interactions, the third is
shown as a separate column (see Fig. 1-RANK1).

• Areas (juxtaposed): A modification of the stacked variant,
where the second variable is also shown as a separate column
instead of being encoded by color (see Fig. 1-RANK2).

• Column chart: Outcomes are shown as column heights and al-
lows users to compare individual and combined effects (e.g., Set
C+D in Fig. 1-RANK3).

5. Preliminary Comparative Evaluation

5.1. Methodology

While different techniques to visualize interactions have been pro-
posed in the literature, evaluations focusing on their practical util-
ity from a user perspective are rare. To address this, we conducted
an online survey employing a quantitative between-subjects design
with four experimental conditions. Based on the key tasks outlined
in Sec. 3, we developed a CCBA scenario in which participants
were provided with varying visual encodings (one technique per
condition) of the same data. Through random allocation of partici-
pants to the experimental conditions, this design allows for a user-
centred comparison of different visualization techniques in terms
of performance-oriented and subjective metrics.

Based on our literature review, we selected two established tech-
niques for visualizing interaction effects: bubble charts (BUB) and
interaction profiles (INT). Additionally, we included a novel tech-
nique based on multi-attribute set rankings with small-scale vi-
sualizations in two variants: areas juxtaposed (RANK2) and col-
umn bars (RANK3). A pilot study indicated that these two variants
may be more understandable than stacked areas. Fig. 1 provides an
overview of the different visualization techniques.

5.1.1. Measures

To characterize the participants, we included questions on basic de-
mographic attributes (age, gender) and prior experience with data
visualizations (measured on a five-point scale with one item per
plot type: line chart, box plot, tree map, bubble chart, bar chart),
inspired by the Mini-VLAT [PO23] visualization literacy test.

To provide insight into the practical utility of the different vi-
sualization techniques, we chose a mix of performance-oriented
and subjective task metrics. We included seven statements (either
correct or incorrect) about interaction effects visualized in the plot
(e.g., "The total benefit of the combination of A1 and A2 is greater
than the sum of the total benefit of A1 and A2 when applied indi-
vidually."). Participants were instructed to select correct statements
as swiftly and accurately as possible (based on the visualization).
We measured the time participants needed to complete the task and
collected data on subjective task load (using the NASA task load
index [Har06]). Moreover, we included items to assess subjective
usefulness ("The visualizations were useful.") and comprehensibil-
ity ("The visualizations were easy to understand.") [HJCM20].

5.1.2. Participants

A total of 296 participants from the US (recruited via Prolific) com-
pleted the study and passed the attention check at the beginning of
the survey. They received monetary compensation for their partici-
pation. To avoid harmful influences of outliers, we excluded partic-
ipants whose completion time was 1.5 inter-quartile ranges below
the first quartile or above the third quartile (n = 25). Thus, the final
sample consists of 271 participants (mean age = 36.34 years; 49.4%
female, 49.1% male, 1.5% diverse). The sample reported moderate
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familiarity with data visualizations (M = 3.09, SD = 0.80), which
did not significantly differ between experimental groups.

5.1.3. Procedure and Data Analysis

After providing their informed consent, participants were randomly
allocated to one of four experimental conditions (one per visualiza-
tion technique). Next, they read a scenario in which they had to
decide on a set of four actions to reduce greenhouse gas emissions.
They were told that it is possible to implement a combination of
one to three actions (not all four actions). In the following, they had
time to inspect the plot visualizing the effects of different actions
(including interaction effects). Participants were informed that on
the next page, they will have to review a set of statements and give
their best effort to decide which of them are correct (based on the
plot shown). When continuing, the respective plot was displayed
again alongside the different statements. After reviewing the state-
ments, subjects answered additional questions on task load, useful-
ness, and comprehensibility. Materials and instructions used in our
study are provided in the supplemental materials (SUP-2).

Survey data was processed and analyzed using R 4.1.2 [R C23].
For group comparisons, we computed the sum of correctly identi-
fied statements (range from 1 to 7) and the ratio between the num-
ber of correctly identified statements and task time. Moreover, a
mean score for task load was calculated (range 1 to 100).

5.2. Results
RANK2 RANK3 INT BUB

Performance 5.04 4.62 4.54 5.09
Performance by task time 14.22 13.91 10.56 14.75
Task load 66.73 69.80 71.75 67.26
Comprehensibility 5.06 4.74 4.21 4.90
Usefulness 5.86 5.54 5.39 5.54

Table 1: Mean values of performance-oriented and subjective task
metrics by experimental conditions. For each metric, the "best-
performing" condition is highlighted in bold. Performance de-
scribes the average number of correctly identified statements.

Table 1 shows mean values of task metrics by experimental
conditions (see Sec. 5.1 for detailed descriptions of conditions).
Based on descriptive comparisons, BUB performs best in terms of
performance-oriented metrics (highest average number of correctly
identified statements, highest average number of correctly identi-
fied statements by task time). In terms of subjective metrics (task
load, usefulness, comprehensibility), RANK2 (rankings with jux-
taposed areas) consistently performs best. RANK2 also performs
second best in terms of performance-oriented metrics. Moreover,
INT performs the worst across all task metrics. While these patterns
are highly consistent across conditions, it is important to highlight
that they only represent descriptive trends as differences between
conditions did not reach statistical significance.

6. Discussion

Driven by the need to support decision-making in CCBA scenarios,
we investigated techniques for visualizing interactions through a
domain-agnostic approach. We reviewed visual encodings for rep-
resenting interaction effects, and proposed a novel method that in-
tegrates multi-attribute set rankings with small-scale visualizations.

Further, we conducted a user study that offers preliminary findings
on the effectiveness of different visualization approaches.

While our paper takes a first step towards improved visualiza-
tions for complex decision-making scenarios involving interaction
effects, several limitations need to be considered. First, the present
paper employed simplified data and task characteristics. Specifi-
cally, we only considered binary actions and did not include inter-
action effects on costs (only on benefits). While these simplifica-
tions are useful for comparing different visualization techniques
in a standardized way, CCBA scenarios in practice can be even
more complex [Gre09]. Second, some of the encodings used are
not scalable beyond three-way interactions. Third, while the com-
parative evaluation can serve as a basis for further research, it only
provides preliminary findings. In particular, it only focused on a
specific task, did not involve qualitative feedback, and limited sta-
tistical power may have prevented detecting significant differences
between groups.

Acknowledging these constraints, our paper offers useful guid-
ance for visualization design. Specifically, beyond introducing a
novel technique based on multi-attribute set rankings, our review of
different techniques provides a comprehensive overview of meth-
ods suitable for visualizing interactions (see Fig. 1 in SUP-1). Re-
searchers and practitioners can use this overview as a basis to create
interaction visualizations tailored to specific use cases.

The present study also offers directions for further research on
visualizing interaction effects to support decision-making. Tradi-
tional interaction profiles are commonly used in scientific litera-
ture [MKK18]. However, the question regarding their usefulness in
practical decision-making scenarios (including CCBA contexts) re-
mains open. Our preliminary comparative evaluation indicates that,
in fact, interaction profiles may not be superior to alternative visual
encodings. Other methods could be more useful for practical pur-
poses—a hypothesis to be validated by further research.

Furthermore, given that CCBA in practical decision-making sce-
narios still remains complex, there is room for research to ex-
plore approaches beyond static visualizations to guide informed
decision-making. Building upon techniques proposed in this paper
and combining them with interactive visualization approaches may
present a promising research direction with substantial practical
impact. Such approaches could also provide solutions for scaling
visualizations in terms of the number of measures, decision sets,
and variable types (e.g., categorical versus continuous actions).

7. Conclusions

In conclusion, this paper takes steps towards a better understanding
of visualizations for decision-making scenarios involving interac-
tion effects. We compare alternative approaches and offer direc-
tions for future research. In doing so, we hope to inspire further
research that can build on our study to provide improved visualiza-
tions for complex decision-making in practice.
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